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Abstract—Pedestrian detection in depth images can reduce the
effect of clothing in appearance and unpredictable illumination
changes, and its applications include robotics and surveillance,
etc. Due to the TOF depth images easily contaminated by noise,
a parameter-free and framelet-based regularization approach
is proposed to remove noise and preserve the object shape in
depth images before feature detection and classifying. After noise
removal, the histogram of depth difference (HDD) is utilized as
a features descriptor and SVM with a linear kernel is adopted as
a classifier. Experiments show that the framelet-based approach
is adaptive and effective to denoise depth images and pedestrian
detection in denoising depth images is feasible. The miss rate
decreases from 9.1% of noisy images to 2.2% of denosing images
at FPPW=10"".

Index Terms—Pedestrian detection,
framelet.
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I. INTRODUCTION

Pedestrian detection in images or video has attracted many
researchers in computer vision community over the past few
years, and its applications include robotics, entertainment,
surveillance, care for the elderly and disabled, and content-
based indexing [1]. Many techniques have been proposed and
improved in terms of features, models, and general architec-
tures [2].

The pedestrian detection system based on an overcom-
plete dictionary Haar wavelets was proposed to identify the
important characteristics of the people class while ignoring
noise present in the pixel-level representations [3]. Dalal and
Triggs proposed the histograms of oriented gradients (HOG) as
local feature descriptors, and adopted support vector machine
(SVM) as a classifier of human detection [4]. Due to the
weakness of the global or local feature descriptor in facing
occlusions of pedestrian, part-based detection approach using
edgelet features was proposed to handle this challenge [5].
Composing of local and global cues via a probabilistic top-
down segmentation, the method was provided to detect pedes-
trian in crowded real-world scenes [6]. Wang et al. presented
an approach capable of handling partial occlusion by combing
HOG and local binary pattern (LBP) features descriptor.

Pedestrian detection in intensity images needs to face the
challenges such as clothing in appearance, complex back-
ground, unpredictable illumination changes. However, it is
still difficult to completely solve these problems. The depth
camera provides a new way to tackle the above problems
and captures the distance between objects and the camera.

It is different from the traditional intensity camera and is
not sensitive to light intensity. Krotosky et al. [7] used two
color and two infrared cameras to obtain depth images and
proposed a stero-based pedestrian detection approach. Multi-
depth images captured by a multilayer laser scanner were
fused to track pedestrian in urban environment [8]. Depth
infirmations computed from a calibrated stereo camera and
intensity images were combined together to detect pedestrian
in [9]. Due to the efficiency of HOG as a local feature
descriptor, histogram of depth difference (HDD) was inspired
by HOG for pedestrian detection in depth images captured by
time-of-flight (TOF) camera [10]. However, noise exists in the
depth images by the TOF camera and causes the high miss rate
for pedestrian detection. In order to overcome this problem,
we propose a framelet-based method to remove the noise and
reduce the miss rate.

The outline of the paper is as follows. A framelet-based
method is proposed in Section II. Experiments are presented
in Section III. Finally conclusions are given in Section IV.

II. PROPOSED FRAMELET-BASED METHOD
A. Observed Model for Depth Images

Pedestrian detection in depth images has been investigated
[10]. However, the depth images shown in the first row
of Fig. 1 are seriously contaminated by environment noises
and measure errors, and the noise will disturb the features
detected by local descriptors and reduce recognition rate for
pedestrian detection. Thus, we need to remove the noise in
depth images and propose a framelet-based denoising scheme
for pedestrian detection. Let x and n € RM*¥ be an original
depth image and additive noise with image size of M x N
pixels, respectively. The observed model of depth image can
be presented as

y=x+n. (1)

The goal of denoising in (1) is to retrieve original information
from the observed data y, and this inverse process is an ill-
posed problem. We utilize the framelet-based regularization
model to make the problem into well-posed one and get
satisfied results.

B. Framelet-based Regularization Model for Depth Images

Framelet system is the tight frame system with redundancy
and the merit of multi-resolution analysis (MRA) [11], [12].



The piecewise linear tight framelet system in L?(R) is suc-
cessfully applied to image processing [13], [14], [15] which
has a low-pass filter 7y and two high-pass filters 7, and 75 as
follows
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The filers 7, and 75 are the first-order and second-order
differential operators, respectively. The one dimensional piece-
wise linear framelet operators {7;}?_, can be extended to
a two dimensional framelet system by tensor product. For
i,7 € {0,1,2}, the coefficients of two dimensional framelet
system are defined as
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where 7' is the transpose of 7, To,0 1S a low-pass filter
and others filters 7;; with (4,5) # (0,0) are high-pass
filters. Based on these filters, a geometry tight framelet system
{he}§7 of L2(R?) with 18 filters was designed by Li et al.
[14]. This geometry tight framelet system produces not only
the first-order and second-order difference of an image in
horizontal and vertical directions, but also in the —7/4 and

m/4 directions. For example,
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are two second-order difference operators. The geometry tight
framelet system {h,}37 is utilized in this paper to preserve
edges of an image at local area and remove the noise in depth
images.

Assume the matrixes 77, and 7, respectively represent the
low-pass hg and framelet operators h;, of the geometry tight
framelet system {h,}¢” in [14], and

TH = [71T77;T7"' 571—';]17'

According to the unitary extension principle of [12], 7 and
Ty satisfy with

T T+ TaTa =1, @)
where 7 is an identity matrix. I' defines a diagonal matrix as

I i=diag(- ), W > 0.

The framelet-based regularization optimal model is proposed
as
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where 1|lz — y||3 is the fidelity term and |['Txz[; is the
regularization term.
Assume the (" subband framelet coefficients
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and
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Using the equation in (4), the optimal solution in (5) can be
denoted by

=T, Toy + Taan, (6)
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with g = Tpy. Let Z¢;; and g, ; ; be the coefficients of
the ¢*" subband at i** row and j** column of #z and §g,
respectively. Due to separability of every entry, the framelet-
based optimal model in (7) can be decomposed into an optimal
model of every Z,; ; as
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where 7y, ; ; is the corresponding parameter in I'. The optimal

result for (8) is the well known soft thresholding operator [16]

as

— Ye,i,5,0}. &)

The thresholding parameter 7, ; ; determines the sparsity of
images and is estimated by the MAP estimator as
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where o7 is noise variance of the ¢*" subband and oy, , . is
the local signal variance. These two parameters are adaptively
calculated in details as [15]. A framelet-based denoising
algorithm is presented as follow.

Algorithm 1 (Framelet-based Denoising Algorithm):
1) Calculate g = Tgy;
2) Calculate every y,; ; in (10);
3) Get %g% ; by the thresholding operator in (9);
4) Reconstruct & = T, Ty + T4 x.

For pedestrian detection, the framelet-based denoising Algo-
rithm 1 is applied to denoise depth images before features
detection.

C. Descriptor and Classifier for Denoising Depth Images

1) HDD Descriptor: For detecting the features of denois-
ing depth images, the histogram of depth difference (HDD)
method in [10] is utilized as a local descriptor. Each depth
image is dividend into overlapped blocks with four cells of
size of 8 x 8 pixels, and any two adjacent blocks overlap half
size of block. For a depth image with size of 64 x 128 pixels,
there are 15 x 7 = 105 blocks for features detection.

Let 2(i,7) be the value at i*" row and ;" column of the
denoising image . At (4,7)*" pixel of &, we define
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Fig. 1.
corresponding denoising images are shown in the second row.

where Ap(i,7) and A,(i,7) are the local variations
in the horizontal and vertical directions, respectively.
With these two components Ap(i,j) and A,(,7),

the depth difference of HDD denotes by a magnitude
M(i,j) = +/A2(i,j) +A2(i,j) and an orientation
0(i,j) = arctan(A,(4,75),An(3,5)). A histogram with
orientation bins is used to describe statistical features of
M(4,7) and (i, j) for each cell, and the bins are uniformly
spaced over [0°,360°). The HDD features describe the
distance variance in depth images and represent local
geometrical structures, which will be fed into a classifier for
pedestrian detection.
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The performance of framelet-based denoising Algorithm 1. The noisy depth images in the first row are captured by a TOF camera, and their

2) SVM Classifier: The support vector machine (SVM) is
an outstanding classifier for many classification problems [2].
The SVM with a linear kernel in [4] is adopted in this paper
as a classifier with two classes.

III. EXPERIMENTS

The depth dataset is generated by a time-of-flight camera of
Mesa Imaging AG, and the distances between objects and the
camera rang from O to 5 meters. The depth dataset is composed
of 4637 pedestrian (positive) and 56802 non-pedestrian (nega-
tive) images, which is divided into training and testing groups.
The training group contains 3160 positive and 14199 negative



samples, and the testing group includes 1477 pedestrian and
56802 non-pedestrian images. This dataset is available at
http://yushiqi.cn/research/depthdataset.

A. Denoising Depth Images

As shown in the first row of Fig. 1, the depth images are
obviously noisy with the artifacts in the smooth area. We need
to remove these artifacts and keep the edges in the depth
images, so that the noise will not disturb feature detection
by the HDD and discriminability by the SVM. Before feature
detection, the framelet-based denoising Algorithm 1 is applied
to depth images, and the four denoising results are presented
in the second row of Fig. 1. Comparing the noisy images and
denoising images in Fig. 1, the artifacts are effective to be
removed and the edges of depth images are still preserved
by our denoising Algorithm 1. This shows our Algorithm 1
can automatically threshold the geometry framelet coefficients
by the sparsity formula in (10). Due to our parameter-free
Algorithm 1, this makes our algorithm practical and attractive
in real application of pedestrian detection.
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Fig. 2. The performance of pedestrian detection on noisy and denoising
depth images.

B. Pedestrian Detection on Denoising Depth Images

The performances of pedestrian detection are compared on
noisy and the denoising depth images by our framelet-based
Algorithm 1. The experiments are carried out on two bin
spaces [0°,360°) and [0°,180°) which are uniformly spaced
into 9 or 18 bins. According to figure of miss rate with
different cases shown in Fig. 2, the performance of pedestrian
detection on denoising depth images is better than that on
noisy depth images. For the case of bin space [0°,360°) with
9 bins, the miss rate of noisy images is 9.1%, but the miss rate
of denoising images is greatly reduced to 2.2%. This shows
that the framelet-based Algorithm 1 is effective to remove
noise, attenuate noise effects for the feature descriptor HDD
and classifier SVM, and decrease 6.9% miss rate for denoising
depth images.

IV. CONCLUSIONS

The parameter-free denoising algorithm based on the ge-
ometry framelet system in [14] is employed to remove noise
and preserve the object shape in depth images by shrinking
the framelet coefficients. The HDD descriptor and SVM are
respectively used to extract features and classify pedestrian
problem in denoising depth images. The proposed framelet-
based scheme is feasible and effective, and reduce the miss
rate for pedestrian detection in noisy depth images.
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